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System-level VMs able to run 

complete software stacks 

(e.g. EC2, LunaCloud, …) 

A day in the Clouds 
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High-level language VMs such as 

the JVM which power platforms  

(e.g. Jelastic, Heroku, …) and 

Middleware (e.g. BigMemory,  

Apache Hadoop) 

Services such as storage, e-mail 

(e.g. Gmail), Office (e.g. Office 

360), Finance (e.g. FinancialForge) 



Main challenges 
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 In general… 

 Providers want to maximize clients’ satisfaction while minimizing operational 
expenditure 

 But, some defend the infant cloud market is an oligopoly [1] and not fully 
passing the benefits to the client 

 PaaS 

 Large-scale simulations, e-Science applications, increasingly depend on 
manage language runtimes (e.g. JVM, CLR) 

 Resource allocation tailored to the applications, taking into account the 
effective progress of the workload 

 IaaS 

 In public, but mostly in community an private clouds, all-or-nothing 
resource allocation is not flexible enough 

 A multi-level SLA agreement could foster competition and enlarge the 
market 

 Energy and environmental footprint become prime concerns 



A glimpse into recent work 
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Layered view of the researched topics 
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IaaS topic PaaS topic 

Partial Utility 

Cost Model 

Yield-based (QoE) and Return On 

Investement (RoI) 

Study about 

Adaptability in Virtual 

Machines 

Economics-Inspired Resource Management Models 

High-level 
Models and  

Classifications 

Small, Distributed Datacenters for 

Infrastructure-as-a-Service 

Distributed Object Heap and Policies for 

Workload Distribution based on Resource 

Utilization and Efficiency 

Distributed 
Architecture 

 CCPE  

 CSSE 

 SAC 2013 

 CCGrid & DOA 2012 

 CoopIS 2011 

IEEE  TCC 

 

CloudCom 2013 

CloudCom 2014 

ARM 2012 

CloudCom 2013 
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Adaptability in virtual machines 
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 How to analyze? 

 Responsiveness 

 how fast can the system adapt? 

 Comprehensiveness 

 which is the breadth and scope of 

the adaptation process? 

 Intricateness 

 which is the depth/complexity of 

the adaption process? 

 

PaaS Models Mechanisms Evaluation IaaS Models Mechanisms Evaluation Wrapping up Introduction Survey on Adaptability in VMs 

Monitoring Decision

Action

Adaptation Loop
Collect data 

from sensors 
What needs to 

be changed 

Act on available 

effectors 

 Conjecture: A given adaptation technique aiming at achieving improvements 

on two of these aspects (Responsiveness, Comprehensiveness,  

Intricateness) can only do so at the cost of the remaining one. 

 Distributed system in general: Consistency, Availability and tolerance to Partitions [5] 

 P2P: High availability, Scalability and support for Dynamic Populations [6] 

 



Adaptability techniques 
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Higher density 

PaaS Models Mechanisms Evaluation IaaS Models Mechanisms Evaluation Wrapping up Introduction Survey on Adaptability in VMs 

IaaS PaaS 

JS, LV @ ARM workshop 2012 

JS, LV @ IEEE CloudCom 2013 

(IaaS) 
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RCI framework internals 
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Decomposition  

of techniques 

Mapping to 

a qualitative value 
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normalization 
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 Currently, 17 influential systems 

were analyzed in depth, assessed 

and classified.  

 New systems and techniques 

can be added without changing 

the classification framework 
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PaaS-level motivation and goals 
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 How to influence an application behavior, effectively 

(wide range and impact), efficiently (low overhead) and 

flexibly (with no or little intrusive coding)? 

 Line of work: Extend managed runtimes (e.g., Java VMs such 

as Jikes RVM [3] and OpenJDK [4]) to operate efficiently in 

multi-tenancy scenarios such as those of cloud computing 

infrastructures 

 Accurately monitor resource usage  

 Monitor application progress  

 Resource management  

 Elasticity and horizontal scaling 

Survey on Adaptability in VMs Models PaaS Mechanisms Evaluation IaaS Models Mechanisms Evaluation Wrapping up Introduction 



Economic yield 
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o yield  is a return/reward from 

applying a given allocation strategy 

(S) to some resource (r) 

o Savings represents how much of a given 

resource (r) is saved when two 

management strategies are compared. 

 

o It relates the usage (U) of a resource 

with the old and the new configuration 

o Degradation represents the impact of 

the savings, given a specific performance 

or progress metric (e.g. execution time).  

 

o It relates the progress (P) made with the 

old and the new configuration 
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Mechanisms 
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 Mechanisms incorporated in 

Jikes RVM, «winner of  the 

ACM SIGPLAN Software 

award, cited for its "high 

quality and modular 

design"» in 

http://en.wikipedia.org/wiki/Jikes_RVM 

 

 Progress monitor supported 

on Java instrumentation 

agent infrastructure 

Unified Resource 

Management framework 

Progress Monitoring 

Framework 

State checkpointing for 

Migration and Resilience 

Alternative Heap Resizing 

Policies 
JIT 

Compiler 

Class 

Loader 

GC 

Threading 

New mechanisms Existing mechanisms 

Application 

QoE-JVM 

PaaS 



Unified Resource Management Framework 
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 Extension of Jikes RVM [3], and the GNU classpath, with JSR 284 – The 

resource management API 

 Monitoring and enforcement points include 

 Memory allocation (heap growth rate),  CPU usage, Thread creation 

 

 

RA-JVM

Resource-aware JVM

Resource Awareness 
and Managment 

Module
(RAMM)

# Threads Data Sent/Rcv

# Connections

Reconfigurable components 
(e.g. Distributed scheduling, Migration, 

GC plans, JIT optimization level)

In
te

rn
a
l &

 E
x
te

rn
a
l

R
e
s
o
u
rc

e
 S

e
n
s
o
rs

# Files

CPU Usage Used Memory

RA-JVM
Resource

aware
JVM

Application

Environment  (OS, Network, CPU, ...)

Resource attribute

Adapt

Consume

PaaS 
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Heap Policies: Base and alternatives 
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 GC-Economics in Jikes RVM 

 heap growth rate driven by wasted CPU on GC 

Shrink Growth 

Survey on Adaptability in VMs Models Mechanisms Evaluation IaaS Models Mechanisms Evaluation Wrapping up Introduction 

M0 
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M1 

PaaS 

JS, LV @ CSSE, CRL Publishing, 2013 

JS, LV @ DOA-SVI 2012, LNCS 



Progress Monitoting framework 
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 Annotations are used at load time to insert measurement 

code (by an instrumentation agent) 

 Measurements: overall call rate, window call rate (last n ms.) 

@Retention(RetentionPolicy.RUNTIME) 
@Target({ElementType.METHOD, 
         ElementType.FIELD, 
         ElementType.PARAMETER}) 
public @interface Progress { 
  double relevance() default 1.0; 
} 

public class AClass { 
  @Progress(relevance=0.8) 
  public void m1() { ... } 
   
  @Progress(relevance=0.2) 
  public void m2() { ... } 
} 

(a)  

Definition 

(b)  

Usage 

Survey on Adaptability in VMs Models Mechanisms Evaluation IaaS Models Mechanisms Evaluation Wrapping up Introduction PaaS 
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JS, LV @ ACM SAC 2013 



Checkpointing for application-level migration 
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 Serial checkpoint needs to: 

 1. Stop all running threads, 2. Build method descriptors, 3. Save 

execution state (i.e. stack frames), 4. Save graph of reachable objects 

 Concurrent checkpoint makes the two final steps in parallel 

with the application 

 Relies on on-stack-

replacement, 

serialization and 

fork technologies 

 Limitations 

 JNI code that 

touches heap 

managed objects 

Survey on Adaptability in VMs Models Mechanisms Evaluation IaaS Models Mechanisms Evaluation Wrapping up Introduction PaaS 

JS, TG, LV @ CCPE, Willey , 2012 



Evaluation  
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 Questions regarding these extensions 

 Q1: How costly is to account resource usage and execution 

progress? 

 Q2:  What are the benefits of applying application-tailored 

policies (e.g. heap policies)? 

 Q3:  Which are the costs and benefits of concurrent checkpoint? 

 Evaluated with Dacapo benchmarks 

 Each benchmark explores a different aspect of a Java VM, as 

shown with a principal components analysis using metrics that 

architecture, code, and memory behavior [18] 
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Q1: Accounting resource usage and execution progress? 
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Number of constraints evaluated 

 Policy evaluation overheads (for resource domain thread creation): 

 +6% to the baseline using a (complex) policy with 50 constraints 

 +3% (average) overhead in real multi-threaded applications 

 The accounting of other resources (mem, cpu) also shows very small overhead 

 Progress monitoring related overheads (using complete version of Sunflow) 

 At load time: +105 ms 

 At run time:  +0.5% 

 

PaaS 



Q2: Yield applied to heap management 
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Q3: Checkpointing mechanisms 
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 Checkpoint at 20%, 40%, 60% and 80% of progress 
 Serial overhead is amortized 

 Checkpoint at approximately every 5 minutes 
 Serial overhead increasingly stretches 

 The overhead of concurrent checkpoint is negligible - less than 1% 

in all configurations 
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 1500 – 7500 linear equations to solve 
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 In summary, clients are not satisfied but datacenters are not 

fully utilized 

 Idle machines consume ~70% of peak power [19] 

25% of resources  

are idle (wasted) 

31% of VM  

requests  

are rejected 

Htype A B 

Cores 2 2 

Hz 1860 2660 

Mem (Gb) 4 4 

# Hosts 10 10 

Survey on Adaptability in VMs PaaS Models Mechanisms Evaluation Models Mechanisms Evaluation Wrapping up Introduction IaaS 

VMtype x103 MIPS 

Small 0.5 

Medium 1 

Regula 2 

Extra 2.5 
(in secondary axis) 



Research at the IaaS level - overview 
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 An architectural extension to the current relation between 

cloud users and providers, particularly useful for private and 

community cloud deployments; 

 

 A cost model which takes into account the clients’ partial 

utility of having their VMs depreciated when in overcommit; 

 

 Strategies to determine, in a overcommitted scenario, the 

best distribution of workloads (from different classes of users) 

among VMs with different execution capacities, aiming to 

maximize the utility of the allocation. 

IaaS 



Exploring the remainder “25%” 
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 Base scenario: A new VM is requested but no space is 

available without some kind of degradation – results in a VM 

rejection 

 Our proposal:  Use the user’s partial utility specification, to 

explore a degradation factor for each allocated VM 
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satisfaction 
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A new cost model 

Price Matrix PU by Class  

Single Cloud 

Client 

Multiple Cloud 

Client 

$A  VMType PU B  Class Look for the 

best provider 

based  on the 

advertised 

prices and 

classes  
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 Price of vm based on 

computational capacity 

 VMs are sorted by 

computational power 

 Depreciation factor of 

vm 

 Df(vm)=0 if provider 

can assign maximum 

resources 

 

 

 Partial-utility of client 

based on the 

depreciation 

 It varies based on the 

client class 
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 Resources of requested VMs are changed according to multi-level partial-utility 

negotiation between the client and the provider 

 Heuristics used by the provider 

 Sort hosts by computational power and increasingly take from allocated VMs 

 Asymptotic cost bellow quadratic: O(nr_hots · nr_vms· lg(nr_vms)) 

 Extension to CloudSim [19-21], a highly cited/used cloud simulation framework 

Survey on Adaptability in VMs PaaS Models Mechanisms Evaluation Models Mechanisms Evaluation Wrapping up Introduction IaaS 

JS, LV @ Transactions on Cloud Computing, IEEE, 2014 

JS, LV @ IEEE, CloudCom, 2013, Best Paper runner-up 



Evaluation  
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 Questions regarding this cost model and algorithms 

 Q1: Resource usage increases? (provider interest) 

 Q2: Revenue increases? (provider interest) 

 Q3: Impact on the workload execution time (client interest) 

 Transversal: How does this approach scale? 

 DC1 (2 Cores)  DC2 (4 Cores) and DC3 (4 Cores+HT) 

 VMs requesting 2 Cores and 4 Cores 

 Evaluated with traces from VMs running in PlanetLab [21] 

collected in the context of the CoMon project [22] 

 A trace from a PlanetLab VMs is assigned to each VM in the 

simulation 

Survey on Adaptability in VMs PaaS Models Mechanisms Evaluation Models Mechanisms Evaluation Wrapping up Introduction IaaS 



Q1: Resource Usage  
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 Utility-driven approaches 

 achieves better resource 

utilization, while allocating all VMs 

 reach the peak in a similar fashion, 

across all sizes of datacenters. 
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Q2: Revenue 
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Q3: Impact in workloads’ execution time 
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 With more VMs allocated, even 
if with less allocated resources 
than the ones requested, as it 
is the case, average execution 
time is below the execution times 
achieved with the base 
strategies. 
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Life in the Corporate Clouds 

34 
LS, FF, LV @ IEEE CloudCom 2014 Best Paper Candidate  (ENRGY) 



Life in Peer-to-Peer Community Clouds 
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Energy – prime concern cost and footprint  

36 



Real world workloads resource consumption 
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Model real world workloads energy usage 



Vicinity Density effect 
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Vicinity of 500 nodes Vicinity of 100 nodes 



Impact of cache scale 
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Input-(Intermediate) Output proportionality 
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Energy Take Aways 
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 P2P-cloud can provide an ecosystem for energy efficient 
decentralised clouds 

 Intra-vicinity supply is the most energy efficient. 

  Trade-off between energy efficiency and resource 
availability- Cache mechanism 

 However: 

 Not easy to support large VM 

 Performance degradation  

 Looking forward: 

 There is room to improve the energy efficiency of P2P-cloud 

 A decision support system for energy aware resource 
provisioning 
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LS, NS,FF, and LV,  IEEE 5th Conference on Cloud Computing Technology and Science 

(CloudCom 2014) - Best-Paper Award Candidate (TCC submission under revision) 

JS and LV,  IEEE Transactions on Cloud Computing, Nov. 2014, IEEE, online first. 

JS and LV,  International Journal of Computer Systems Science and Engineering, Nov. 

2013, CRL publishing. 

JS et al.,  Concurrency and Computation: Practice and Experience, Sep. 2012, Wiley 

JS and LV, IEEE 5th Conference on Cloud Computing Technology and Science (CloudCom 2013) 

- Best-Paper Award Runner-up 

JS et.al., 19th International Conference on Cooperative Information Systems (CoopIS 

2011), Springer 

JS and LV, 2nd International Symposium on Secure Virtual Infrastructures (DOA-SVI 2012) 

JS and LV, 28th ACM Symposium On Applied Computing (SAC 2013) 

JS and . Singer and Luís Veiga, IEEE 5th International Conference on Cloud Computing 

Technology and Science (CloudCom 2013). 

J. P. Silva and JS and LV, ACM/IFIP/Usenix Middleware 2013 

JS and LV, 11th International Workshop on Adaptive and Reflective Middleware (ARM 2012), In 

conjuntion with Middleware 2012. 

JS and LV, 12th IEEE/ACM CCGrid 2012 - Doctoral Symposium: Cloud Scheduling, Clusters and 

Data Centers. 
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Wrapping up – Digital agenda for Europe 
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 In “A Roadmap for Advanced Cloud Technologies under 

H2020” [23] 

 «Europe is characterized by a heterogeneity of culture and business practices. It 

also has an agile SME sector, with companies that often are world leaders in their 

specialties and are willing to take risks. » 

 «This must be considered an opportunity, rather than a disadvantage as it 

forces the European industry to think beyond homogeneous infrastructures 

with a sufficient amount of resources. » 

 «Therefore, Europe faces an historic opportunity to ‘leapfrog’ other world 

regions […] to play a key role, in the international CLOUD computing market.» 

 «Main immediately relevant work includes: 

Managing the data deluge; intelligent networking;  elastic applications;  

performance and portability;  vulnerabilities;  reducing lock-in;   

competition and collaboration;  viable business models;  » 
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** Thank you for your attention ** 
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