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Abstract their client Web browsers. In this paper we focus on re-

Reverse proxy caches are used to provide scalability andVErSe Proxy caches exclusively. Initially, reverse proxgtV
improved latency to popular sites on the Web. In this paper caches were co-located at the Web sites, in order to reduce
we provide analytical performance models for distributed the load on the Web servers, and to improve the through-
reverse proxy cache architectures, and study the trade-off PUt [5, 6]. In order to provide better scaling, high avail-
between various design alternatives. Specifically, we con-aPility and lower latency to clients, the Web caches were
sider static and dynamic assignment of proxy cache nodedistributed and often co-located at network access points
to Web sites, with different levels of sharing of proxy cache (NAPS), such as for Sports and Events Web sites [4, 14]. Fi-
among Web sites. Innovative modeling contributions havenally shared reverse proxy caching services were provided
been introduced to handle real design constraints, such ast® ¢ache objects from multiple Web sites [1, 8]. The ba-
bounded cache size and bounded processing power, an§iC organization of the reverse proxy caches is one in which
different characteristics related to the hosted objects, | "ere are anumber of geographically distributed locatains
cluding reference rates, popularity distributions and el Which a cluster of Web cache nodes are located. The loca-
rates. In the analysis we have modeled both system stead}ons are typically either co-located with ISPs (e.g. [DJ),
state as well as fransient interaction between Proxy sites0catéd at NAPs (e.g. [8]), in order to reduce the latency to

and Web sites. We have found different trade-offs betweerfli€nts. The number of locations varies from the tens, typi-
various design alternatives depending on characterisiics cally for the case with the caches at the NAPs, to hundreds,
the Web site workloads. typically for the case with caches co-located at ISPs. Per-

formance measures of reverse proxy caching services using
. each of these architectures can be found in [13]. In this pa-
1 Introduction per, we focus on the former case, where there are on the
With the growth of traffic to popular sites on the World order of tens of sites.
Wide Web (Web), various Web caching techniques have There are various alternatives for distributed reverse
been developed to improve the client response time, andproxy cache architectures; this is discussed in furthezidet
to offload traffic from the heavily loaded Web sites. In in Section 3, and summarized here. In the simplest case,
one technique, so-called “reverse proxy (Web) caches” re-each of the geographically distributed site independently
tain the hot pages from specific Web sites. These re-caches objects from all of the Web sites, and specific nodes
verse proxy caches may be co-located with the Web siteat each site are statically assigned to cache objects frem sp
itself, be distributed but owned and hosted by the Web site cific Web sites. The static assignment could be random, or
owner/provider, or may be provided by third party reverse based on measured load for each Web site. Multiple nodes
proxy caching services [12, 17, 20, 21, 22, 24, 29]. Various could cache objects from the same Web site for scaling, and
architectures have been used for distributed reverse proxythe assignment could be static or dynamic. There are trade-
caches, in terms of the number and location of proxy cacheoffs between each of these alternatives, which are examined
sites, how the cache nodes are allocated or related to thén detail in this paper. For example, static assignment of a
Web sites supported, how cache misses are handled, amongmall number Web sites per node can lead to higher hit ra-
other design alternatives. In this paper we provide an ana-tios in RAM because fewer sites share the same cache, but
lytical model for estimating the performance of distrildite  can lead to significantly worse performance during traffic
reverse proxy cache architectures, and study the trade-off surges. These and other trade-offs are the subject of this pa
between various design alternatives. per. We analyze the behavior of the different architectures
Reverse proxy caches differ from forward proxy caches with variation of the popularity of the objects accessed, ob
(typically referred to as proxy caches without qualificajio  ject request rates, object update probability, availal#&/IR
in that the former cache Web objects from specific Web sitessize in each cache node, available processing capability in
only, while the latter cache objects from all Web sites. Typ- each cache node, among other parameters.
ically, reverse proxy caches are associated with, and payed The organization of the paper is as follows. Section 2
for, by the end Web sites. On the other hand forward Web provides a brief overview of work dealing with the evalu-
proxy caches are typically owned by enterprises for cachingation of Web caching systems. Section 3 describes the re-
Web requests from browsers within the enterprise, or by verse proxy cache architectures considered and provides a
Internet Service Providers (ISPs) to cache requests fromqualitative comparison. Section 4 describes the analytica



model for the various architectures and design alternative e L) O
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Quantitative comparisons from the model appear in Section < \ i \
5. Proxies
/ \
2 Related Work \ /
_
In literature several works have addressed the evalua- AN | /

tion of distributed/hierarchical Web caching systems. The
works in [15, 30] evaluate these systems mostly through de-
tailed simulation models based on both trace analysis and
synthetic modeling of Web workloads. Effects of bounded
cache size is also considered. These works differ from our

S
\.\'\

approach in that we employ analytical modeling, instead of / l

simulation, to assess system performance. ° P -
An analytical model for the evaluation of multi-level hi- ) ® “Giens

erarchical Web caching systems is presented in [11]. This Figure 1. Target System.

model focuses on the evaluation of cache hit rate at the dif-
ferent levels in the hierarchy. Such a work differs from our
one in that we derive complete expressions for the latencyextreme all) Web sites (shared assignment). With exclu-
perceived by the clients, instead of focusing exclusively o  sive assignment, the cache node maintains copies of objects
hit rates. This requires explicit modeling of any factor con from a single Web site. Instead, with shared assignment, it
tributing to the latency, e.g. CPU time, disk access time, maintains copies of objects from multiple Web Sites. The
effects of data buffering into RAM memory etc. The work assignment of a cache node to a Web site can be either static
in [9] analyses the variation in the access pattern at a givenor dynamic, depending on workload conditions. Similarly,
level in the hierarchy, called trickle-down effect, whemeo  in case of shared assignment, the portion of the cache node
sidering cache hits in lower levels. However, as for the RAM destined for objects of a specific Web site is estab-
model in [11], a complete expression for the latency per- lished either statically or dynamically. In this sectiorg w
ceived by the clients is not provided. Anyway, the trickle- qualitatively discuss the benefits and drawbacks of the dif-
down effect is taken into consideration in our analysis. ferent options.

To our knowledge, the works in [23, 26] present the clos- Exclusive vs Shared Cache Node Assignment.Sharing
est analytical models to our one, however there are the fol-of cache nodes among multiple Web sites allows balancing
lowing major differences. Both these works model a single the load of object requests, so that surges in traffic for re-
cache node as an M/D/1 (or an M/G/1) queue, with no ex- quests to one or a few of the Web sites can be supported.
plicit modeling of different resources within the node (i.e Further, having multiple cache nodes handle requests for a
CPU, RAM, disk). Instead, we explicity model the con- same object can be expected to reduce the response time for
tention on these resources and its effect on the latency perthe “hottest” objects. On the other hand, sharing of cache
ceived by the clients. Also, those works assume unboundechodes implies assigning only a portion of the cache node
cache size within each cache node, while we explicity RAM to each Web site, with an increase in the likelihood
model the effects of bounded cache size (e.g. boundedhat the assigned portion can not maintain copies of all the
RAM size) on performance. These peculiarities provide our cacheable objects of that Web site. In this case, disk ac-
model with the ability to evaluate more accurately the real cess might be required, with consequent increase in the re-
performance bottlenecks for a given system configuration.sponse time, and reduction in the throughput relative ® hit
Examples of exploitation of such an ability are provided in in RAM.
Section 5, where we compare different organizations of the giatic vs Dynamic RAM Partitioning.  Cache node shar-
reverse proxy caching system, clearly pointing out the re-ing among multiple Web sites requires partitioning of the
source (e.g. CPU or disk) that primarily limits the system cache node RAM to assign a specific portion to each Web

performance. site. Static RAM partitioning allows controlling the RAM
. hit ratio for each Web site on the basis of the object rela-
3 Reverse Proxy Cache Architectures tive popularities and of the amount of objects that can be

As shown in Figure 1 the target system consists of Web Maintained in the specific RAM portion. On the other hand,
sites and Proxy sites, connected through the Internet or adynamic RAM partitioning (i.e. with a variable RAM por-
(virtual) private network. Each Proxy site, in turn, has a tion assigned to each Web site depending on the object ac-
set of cache nodes and a load balancer that directs objecgess pattern), allows maximizing the global RAM hit ratio
requests to cache nodes according to the IP address of th#! case classical LFU (or LRU) is adopted as the object re-
associated Web site. Each cache node has a two-level stoPlacement policy.
age system (RAM/disk), and is directly connected both to Static vs Dynamic Cache Node Assignment. Static as-
the Internet, and, if necessary, to the virtual private net- signment of a cache node to a Web site is easy to handle but
work connecting the cache nodes to the Web server nodesdoes not allow support of time-varying workloads or surges
A cache node can be either assigned to a unique Web siten traffic across the Web sites, since the statically assigne
(exclusive assignment) or be shared among multiple (as amodes may become overloaded. Dynamic assignment of



cache nodes to Web sites can handle a surge in traffic tonon-updateable objects. Instead, we will consider update-
one or a few Web sites. However, it gives rise to cache nodeable objects in the analysis. To ease the presentation we as-
“warm-up” periods, leading to high loads at the Web sites sume that all cacheable objectsl#iS;, have the same size,
during the warm-up period itself. Specifically, upon a cache we note however that extending the analysis to the case of
node assignment to a Web site, the miss ratio for requestdifferent sizes is relatively straightforward. We denose a
related to objects of that Web site might be extremely high n; the total number of cacheable objects associated with
since the assigned cache node initially maintains no cached? Sy, and with Cj, the cache node RAM capacity asso-
object related to that Web site. ciated with cacheable objects of that same Web site. The
i . relative popularity of cacheable objectsidfS; follows a

We assume that cache nodes within the same Proxy site d%ipf-like distribution with parametey; [3]. We denote as

g?r;ﬁgﬁpev;aet: stgusrr?(revr?oesicz;rigthgfrégc%?aebloefggzr;?sglcsrzgs'kv ; the relative popularity associated with the j-th object of
Y: 9 J Sk. According to the Zipf-like distribution, the value of

geographically distributed Proxy sites. Although, in prin “decreases vi Also. the i-th cacheable obiect Bf S
ciple, a cooperative approaqh would f_avor. performarjce, Weﬁgé update ratejéqualix;c ; \JNith exponential (JJIistributilz)n
make such an assumption since, for simplicity of design and g

, X . of the length of the time interval between updates. Finally,
implementation, cache nodes for reverse proxy caching ar\CcN denotes the request arrival rate, associated Wit
chitectures (e.g. [29]) typically do not employ neither-sys ”* ' '

tem level nor application level cooperation functionalti %?gr; by any single cache node of the Proxy site assigned to
Actually, these functionalities are more common in case of ' . CN e a
: Each request in the flow} " is either served through
forward proxy caching systems. an object cached within the cache node RAM/disk, or is
i forwarded toWWS,. Given that the cache node disk ca-
4 Analytical Model . . fDacity is assumed as unbounded, at steady state all;the
To ease the presentation we assume that the traffic of(cacheable) objects associated witts;, are actually main-
HTTP requests related to the k-th Web site, nani€l$,,  tained into the cache node disk (some of them are also main-
is equally distributed among all Proxy sites. Generalizing tained into the cache node RAM). Therefore, (cacheable)
the analysis to the case of non-uniform traffic distribution object misses within the cache node RAM/disk can occur
is straightforward. Specifically, it only requires solvitige ~ only in case of object staleness. As a consequence, the miss
model we propose using a set of distinct values, one for eacHatio M R, within the cache node RAM/disk for requests

Proxy site, for the request traffic relatedios,. associated witfil’.S,. can be computed as [30]

We denote as\; the arrival rate of HTTP requests re- np
lated to WSy, and we suppose requests arrive according MRy, = Zpkm# 1)
to a Poisson process. Although a log-normal distribution A P F ki

is typically considered as a more accurate model for the

arrival rate [3], the exponential assumption is reasonabley, 4k hon-stale objects maintained within the RAM/disk
since it well matches real workloads during the busiest pe- j¢ o ¢h cache node. These requests are split, in turn
riods [10, 23], and well captures the inter-arrival time be- gepending on whether the corresponding object is found
tween sessions of requests for Web objects [18]. In addi-ithin the RAM or not. Given the LFU replacement policy,
tion, [25, 26] have shown that the request distribution can the cache node RAM maintains the most requested objects
be approximated as a Markovian arrival rate or as a Marko-of 17/ S, (i.e. the most popular), therefore the cache node
vian Modulated-Poisson process. Therefore, given théit eac RAM hit ratio RH R, related to requests associated with
state of this stochastic process is actually charactebiged objects ofi¥ Sj, can be expressed as

request arrival distributed according to a Poisson process
the exponential assumption closely matches situations in

(1 — M Ry,) is the fraction of the requests that are served

min(C,ng)

which transient behaviors due to variations in the request RHRy, = (1 - MRy) Z Ph,i @
arrival process have duration with length negligible ascom =1
pared to steady state periods. Themin operator for the upper limit in the previous sum

We assume that object replacement within the RAM of captures the fact that, in caég > n, all the cacheable
any cache-node/Web-site is made according to the LFU pol-objects ofiV S are actually maintained into the cache node

icy. Also, we assume that the cache node disk has un-RAM. Trivially, the cache node disk hit rati® H R, re-
bounded capacity, but limited throughput. lated to requests associated with objectdlof), can be ex-

) o ) pressed as
4.1 Evaluation of the Cache Node Hit/Miss Ratio
In this section we evaluate the cache node hit ratio at
the level of both the cache node RAM and the cache node
disk. As discussed in Section 2, an innovative contribu-
tion in our analysis consists of extending analytical rissul  In some sense the modeled scenario can be see as a two-
in the context of the evaluation of steady-state propertieslevel hierarchical caching system in which the second Jevel
of Web caching systems with unbounded cache size (e.gi.e. the disk, has unbounded capacity, while the first level,
[30]), in order to include the effects of capacity misses- Ac i.e. the RAM, has limited capacity. The disk maintains
tually there already exists a result that takes into accountreplicas of objects maintained in the RAM, and object stal-
capacity misses [3], however it applies only to the case of eness into the RAM implies object staleness into the disk.

ng
DHR,=(1—MRy) Y pri &)
i=min(Cg,ng)+1



Therefore only those requests associated with non-stale ob  To model the utilization factors of the CPU and the disk
jects and with RAM capacity misses go to the disk. of W Sk, we need to consider the effect of caching on the ac-
As already pointed out, our analysis differs from those cess pattern seen by the Web site, namely the trickle-down
proposed for two-level caching systems [11, 26]. More pre- effect already mentioned in Section 2, since that pattemn ca
cisely, those analyses are based on the assumption of unbe different from the one originally generated by the ckent
bounded cache size at both the first and the second levelSpecifically, the Web site might not receive the highest vol-
therefore, miss at the first level can be due only to object ume of requests to the most popular objects requested by
staleness. Also, the caching systems considered are difelients because most of these requests are satisfied by the
ferent. Specifically, a second level cache manages objecProxy sites [9]. Therefore, even with the LFU policy, the
misses from multiple first level caches, instead, in the sys-Web site may not cache in its RAM the most popular ob-
tem we consider, a second level cache, namely the cachégects requested by clients. The actual objects in the RAM
node disk, serves capacity misses of a single first levelat the Web site are those for which we get higher miss ra-
cache, namely the cache node RAM. tios at the Proxy sites (recall miss ratios depend on object
As a last point, the value of botfi, and A" depend  update rates). Therefore, to identify the objects in the Web
on the selected reverse proxy cache organization amongite RAM we need to order them on the basis of the access
those discussed in Section 3 (for example they depend orrate seen by that Web site.
the amount of Web sites assigned to a specific cache node The access rate to the i-th object seen WS
and on how the cache node RAM is partitioned among thesecan be computed on the basis of expression (1) as

Web sites). We shall report a complete analysis of each or-)\kpk,iﬁ. Then objects can be ordered according
ganization in the following sections. the computed values, so that an indgx can be assigned
4.2 Exclusive Cache Node Assignment to the i-th object to represent its position in the ordering.

In the exclusive cache node assignment organization,D€noting with: o _
each cache node serves requests for a single Web site. Deck, s the RAM capacity (in terms of objects) &F Sy;
noting with N P the total number of Proxies, with C' Ny E[W S_http] the CPU time atV’ S, for an HTTP session
the number of cache nodes within a Proxy site that are as- 5 ypload an object to a Proxy site;

i i tot
signed tolS, and with C*" the total cache node RAM  pryyrg gisk req] the expected CPU time for a disk/RAM
capacity, in terms of number of objects, we get object transfer request &t S.;

Cy = O @) E[WS_disk] the expected time for handling a disk/RAM
and object transfer atV’ Si;
oN_ 1 M
A= NCNy NP ®)
Expression (5) simply states that, to get the request traffic

we get the following expressions for the utilization fastor
of the CPU and the disk d¥/ S,

MYV, we have to divide\,, for the total number of Proxy Pws.cpu = MeMRR(E[WS_http] +

sitesN P (this is due to the homogeneity assumption of load WS disk 8
distribution among the Proxy sites), and then we have to . Z . P E[W Sdisk-req)) — (8)
split the obtained traffic value among the number of cache Vi Ii>Cyy g

nodesN C N}, assigned td¥ Sy.. Denoting with:

E[ram_hit] the expected CPU time for serving a request

(supposing the object is already in the cache node i )
RAM); where the term Dk,; in both previous expres-

Eldisk_req|] the expected CPU time for a disk/RAM object . I Vs Tei>Cliys . . .
transfer request at the cache node; sions indicates, on the basis of the previous consideration
: ' . the probability that a requested object is not in the RAM of
El[http] the cache node CPU time for an HTTP session to WS, due to a capacity miss. (Note that in ca®e ¢ > n,

Pws_disk — )‘kMRk Z pk’iE[diSk} (9)

Vi I, >Ck

download an object from the Web site; then all the cacheable objects13fS; are maintained into
E[disk] the expected time for handling an object transfer the Web site RAM so that disk access is avoided. This is re-
from/to the cache node disk; flected by the fact that for no object the relatiby > CF, ¢
. . D is satisfied.)
we get the following expressions for the utilization fastor As shown in the literature [10, 19], we can model the
of the cache node CPU and the cache node disk cache-node/Web-Site CPU with an M/G/1/PS queue (this

matches our assumption of exponential distribution for the
HTTP request arrival process), and the cache node disk with
an M/M/1 queue. Denoting witlA the delay for object
paisk = Ny (DHRy, + MRy,) E[disk] ) transfer between the Web site and a Proxy site, including
Note that in expression (7) the multiplier factor #fdisk]| the latency for the object request sent by the Proxy to the
contains bothD H R, and M Ry, since cache node disk ac- Web site {), we can express the expected latency tifnef
Cess occurs in .Case Qf RAM capacity miss and also in c_ase 1 As pointed out in Section 3, the presence of a (virtual) peivetwork
of staleness miss, with consequent download of the objectyetween Web sites and Proxies allows approximating thecbbijeload
from W .S,.. latency to a Proxy site with a constant value.

pepy = AN (Elram_hit] + DH Ry E[disk_req) + M Ry, E[http])
(6)




arequest, evaluated at the cache node levetf)as ( Therefore, solving this model requires the same steps as
Elram_hif Bldiskreq  Eldisk] those listed at the end of Section 4.2, with the difference
T— 1_7 + DHR,( = - i that the constraints to be used in order to comput&y,
Pcru Pcpu Pdisk RHRy, andDH Ry, are those in expressions (11) and (12).

Elhttp] | E[WS.htt
MEB( _[p - +1_[p 4. 4.4 Shared Cache Node Assignment with Dy-
ore we-ory namic RAM Partitioning

> pk,i(El[VfS'dwk'req} + 1E _[Ws'dwk] )+ A)  (10) In the shared cache node assignment organization with
Vii I > Ch Pws-cru Pws_disk cache node RAM dynamically partitioned, each cache node
serves requests for multiple Web sites, however the cache

Expression (10) can be evaluated by computiigzy, node RAM capacity is not split into equal portions among

RH Ry andDH Ry, (as expressed by (1), (2) and (3)) onthe the Web sites. Specifically, the objects maintained in the
basis of the constraints in expressions (4) and (5), and thertache node RAM (and therefore the amount of RAM capac-
computing the utilization factors as expressed in (6)-(9). ity assigned to each Web site) are determined dynamically
4.3 Shared Cache Node Assignment with Static on the basis of the LFU policy considering the spectrum
ragie of access frequencies, related to the whole set of cacheable
RAM Partitioning ; ; :
. o .. objects of the Web sites, seen by any single cache node.

In the shared cache node assignment organization with " |n other words, we can construct an ordering among
cache node RAM statically partitioned, each cache nodetygse objects based on their access frequencies seen by the
serves requests for multiple Web sites. Also, the cache nodg:ache node (we recall that in this configuration the access
RAM is split into equal portions, each one assigned to ob- frequency at each cache node for the j-th objediof), is

jects of a specific Web site. Exploiting notation already in- A : :
troduced in Section 4.2, and denoting withthe total num- computed AN, ~pPk,;) @nd we can associate with the

ber of Web sites hosted by the cache node and, again, witH-th object of V.S, anindex, namely ;, indicating the po-
NC N, the total number of cache nodes within a Proxy site Sition of that object in the ordering. The j-th objectidfS,
assigned taV S, we get is maintained into the cache node RAMIif ; < C**,
therefore the amount of cache node RAM capacityas-

Cp = C]:;t (11) signed tol/ S), can be computed as
and N Cr = Z 1 (15)
ACN k 12) Vj: I, SOt

kT NCN, NP

Similarly to expression (5), which is related to the case For estimating the value off'~, the utilization factors and
of exclusive cache node assignme)kg,N is computed by  the latency time, we get the same expressions as the ones re-
dividing ). for the total number of cache nodes assigned to lated to the case of static RAM partitioning in Section 4.3.
W S, among all the Proxies. This is due to homogeneous Therefore solving the model for dynamic RAM partitioning
split of the workload among the proxies and also among all requires the same steps as those for static RAM partition-
the cache nodes assignedtaS;, within each Proxy site. ing, with the only exception that the constraint in expres-

Using the same notation as in Section 4.2 for expectedsion (11) must be replaced with the constraint in expression
CPU times and disk access cost at the cache node, we ggtl5).
the following expressions for the cache node CPU and the . .

4.5 Transient Behavior

cache node disk utilization factors ; - ) )
N As already discussed in Section 3, independently of the
_ ON , , partitioning policy adopted for the cache node RAM, the
Popu = Z)‘k (Elram-hit]+ DH Ry Bldisk.reql+ MELEIR]) 45 organizations based on shared cache node assignment

k=1 13) are characterized by better load balance among the cache
nodes within each Proxy site, with consequent better bal-
N anced utilization of the CPUs and disks among all the cache
Pdisk = Z AN (DHRy, + MRy,)E|disk] (14) nodes. This is not the case for the exclusive cache node as-
k=1 signment organization, where strongly unbalanced utiliza

The previous expressions point out that, in case of sharedion of distinct cache nodes might arise in case distinct Web
node assignment, the cache node CPU and disk utilizationsites are associated with very different request rates.
factors are computed by considering request traffic for mul- ~ As pointed out, to improve the caching system perfor-
tiple Web sites, weighted by the RAM/disk hit/miss ratios. mance, especially in case of exclusive cache node assign-
The expressions for the utilization factors of the CPU ment, a cache node might be dynamically switched between
and the disk ofi’’ S, remain identical to those in (8)-(9). Web sites. Specifically, it might be de-assigned from a
The same is true for the latency time as in expression (10).lightly loaded Web site and re-assigned to a Web site whose
load tends to become heavy. However, upon the assignment
2Considering for the CPU model an M/G/1/PS queue with norinmah of a cache node tt’ S, the cache node itself maintains no

amount of concurrency in the PS discipline, i.e. a relagidatge max- ;
imum amount of requests that can be handled concurrengdyC#U re- C‘.’mhed ObJeCt related 1075, As a consequence, req.ueSts
sponse time can be approximated with the formula relatetigdw/M/1 directed to that cache node must be forwardetiis), in

queue [16]. order to download (for caching) the corresponding objects.



In other words, we might get a traffic peak @inS;, in the

interval between the instant of the cache node assignment Table 1. System Parameters.
and the instant in which the cache node reaches a steady Elaienrea | ooomeee | E{WS.diskrea | 008 meec
state for what concerns cached object$las),. Bl | e || PR ] e

We now evaluate the peak traffic div.S; due to re-
guests occurring during the cache node warm-up period.
We denote as{}, ;(M) the conditional probability that no
request for the j-th object df’ Sy, occurs at the newly as- To keep low the RAM miss ratio, we should try to have
glfggveg CﬁgCg gggﬁ i%gfgdtqgttfgug:éi éerl]aggg ;?n%belﬁgsas most of the (very) popular objects of each Web site into
! k : . the RAM. This could be achieved by assigning few Web
signment ta 5. This quantity can be evaluated as sites to each cache node in order to c’);/l”OW grea%onable size

X (M) = (1 = pp )™ (16) RAM partition to be assigned to each Web site. On the
' a ) other hand, avoidance of load bottlenecks can be obtained
Therefore, the cache node miss ratio (related¥s)) by allowing all the Web sites to share all the cache nodes.
due to warm-up at thel( + 1)-th request arrival, namely o yever, this type of sharing does not favor RAM hit given
MRWUg(M + 1), can be evaluated as that a reduced percentage of cacheable objects of each Web
ne ng site can be maintained in the cache node RAM. In other

MRWU,, = Zpk_’iXk,i(]\/I) - Zpk?i(l —pe)M @ words, there is a clear tradeoff between advantages due to
P RAM hit and those due to balanced request load distribu-
tion. Such a tradeoff can be optimized through intermedi-

Actually, to derive expression (17) we have implicitly as- te architectural configurations where a group of Web sites
sumed that cache node misses due to object staleness havg ;. 4 group of cache nodes. These configurations, as well

a negligible impact during the cache node warm-up period. s : : : " )
This assumption is likely to hold in practice since dynamic ?asti\%t;?l%?/ configurations, will be the object of this quanti

assignment of a cache nodeliéS;, takes place in case of Wi ” h hi .
high request arrival rate, which is likely to produce a very . e consider a reverse proxy cache architecture consist-

short warm-up period, during which few objects are likely Ing of 10 Proxy sites and 10 cache nodes per Proxy site.
to be updated at the Web site. The frequency of requestsl he cache node RAM has capacity of 1 GB that, assuming
associated with¥' S;, and directed to the newly assigned 8 KB as the average size of a cacheable object [6], allows
cache node i8¢’V as expressed by (5), with the parameter maintaining about 130000 cacheable objects. Other system
NCN,, taking into account the newly assigned cache node.Parameters have been chosen on the basis of real measure-
Therefore, M can be expressed as a function of the time ments and estimates reported in [27]. Their values arelliste

i=1

intervalét since the cache node assignment as in Table 1. We consider the case of 50 Web sites hosted by
o the reverse proxy cache architecture. Each Web site main-
M = Aot (18) tains 15000 cacheable objects and has a RAM able to store

We can now evaluate the request trafficlias), (due to all the 15000 cacheable objects. Additional system param-

the warm-up period, which we denote §§U results reported in [27], are Iisteql i_n Table 1 o
For the parametet: characterizing the Zipf-like distri-
"k on bution for the object popularity, several values have been
ANV = ANMRWUL = AN Y pi(t—pe)™t %0 (19 identified in the literature. For example, we have an esti-
i=1 matedx of 1.37 for the 1998 World Cup Web site [2], 0.77

from DEC traces, 0.78 from University of Pisa traces, 0.83

. . from FuNet traces, 0.69 from UCB traces, 0.73 from Quest-

5 Quantitative Comparison net traces and 0.64 from NLAR traces [3]. In our study
By the previous analysis we argue that the performancewe will assume different values af ranging between 0.6

of the different architectural alternatives depends nyainl and 1.4 so as to cover an interval containing all the val-
on the cache node RAM miss ratio and on the workload ues identified above. Cacheable objects of each Web site
assigned to each cache node. Therefore, given a numbeare considered to have update rates ranging between 1/15
of Web sites to serve, performance optimizations can bemin. and zero (passing through 1/30 min., 1/1 hour, 1/12
achieved by keeping the RAM miss ratio low, while simul- hours and 1/24 hours), with update rate decreasing with de-
taneously avoiding load bottlenecks. Note that the RAM crease in the object popularity. Finally, according to @,
miss ratio depends on the RAM capacity and on object rel- assume that the 20% of the requests directed to a specific
ative request rates, which, in turn, depend on the requesiVeb site are related to non-cacheable objects, that need to
arrival rate for each Web site and on the distribution of the be obtained from the Web site. These requests produce on
object popularity; meanwhile, the workload on each cache the CPU the same overhead as a request that downloads a
node depends on the number of Web sites assigned to thatacheable object. Instead they do not produce disk overhead
cache node and on their request arrival rate. In this sectionsince non-cacheable objects are not retained by the cache
we shall compare the performance behavior of design alter-node memory system.
natives that attempt to keep the RAM miss ratio low and/or ~ We consider three different configurations. In each con-
the cache node utilization within bounds. figuration, two cache nodes of each Proxy site host 10 Web
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Configuration 3. All the ten Web site$V S, — W Sy are

Table 2. Load Distribution on the 10 Sites. assigned to both the cache nodes. In this case we get again

[WSq [ WSy [ WSy [ WSz [ WSy |

L N X S N - 0 N O A | balanced load, at the expense of RAM hit ratio on both the
| el | S | Ner | Ses | e | cache nodes due to the larger number of Web sites hosted
by each cache node.
For all the three configurations we consider the case of
sites, namelyi’S, . .., WS,, each with different request both dynamic and static RAM partitioning among the Web

sites hosted by the same cache node. In the case of static
partitioning, equal portions of the RAM capacity are as-
signed to the Web sites hosted by a cache node. The results
are reported in Figures 2-4 (the “average request arriv@al ra

arrival rates. The total request arrival rate, that we denot
as10 x J, is distributed among those 10 Web sites accord-
ing to the distribution in Table 2. Specifically, there are
six Web sites with light relative load, three Web sites with " ' = :
slightly higher relative load and one Web site with signifi- {)heer VV\X)Srngatsheeg;X(;?‘ retﬁreesgir:tg.ciiﬁg Le(?géfd value is
cantly higher relative load. The three configurations are as 9 P '
follows: From the plots, the CPU is the bottleneck for Configu-
ration 1, while the disk is often the bottleneck for the other
Configuration 1. WS, — WS, are assigned to the first two configurations, especially for small valuesaf For
node of the couple of cache nodes, wHileSs — WSy are Configuration 1, the CPU is the bottleneck because of load
assigned to the second one. In other words, each cache nod&balance between the pair of nodes, while in the other con-
hosts the same number of Web sites. Given that the entirdfigurations, better load balance is achieved. The throughpu
set of cacheable objects of each Web site requires 120 MB at which the disk saturation point occurs in Configurations
this configuration allows all the objects of the 5 Web sites 2 and 3 increases with increasing valuesvaf This is be-
hosted by each node to be maintained into the cache nod€ause increasing means higher skew of the object access
RAM, thus favoring RAM hit (i.e. RAM misses can be due pattern towards the most popular objects, leading to higher
to object staleness only). On the other hand, the requeshits in the RAM. The latency at the Proxy site is always
load is unbalanced among the cache nodes. under 10 milliseconds, except when system (CPU/disk) sat-
uration occurs. Also, the latency curves exhibit a mini-
Configuration 2. WS, — W Sy are assigned to the first mum for intermediate values of the average request arrival
node of the couple of cache nodes, whileS, is assigned ~ rate. This phenomenon is due to the effect of object up-
to the second one (exclusive cache node assignment). In thiglates. Specifically, for low throughput, there is a higher
case we get balanced load (each node handles 12/24 of thékelihood of requests for stale objects than that for inter
whole request traffic), but a reduced amount of cacheablemediate workloads. With respect to Configuration 1 (see
objects per Web site is retained into the RAM of the first Figure 2), we recall that cache node disk load is due ex-
cache node, thus not favoring RAM hit on this cache node. clusively to downloads of updated objects upon a staleness
On the other hand, we favor RAM hit on the second cache miss; this is because the cacheable objects of the Web sites
node for the heavily loaded Web site, namBiSy.
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assigned to the cache nodes can all be maintained in the

cache node RAM. From the plots we get that the disk uti-
lization factor increases quickly and then tends to be stabl
This is because, at low throughput, requests are often for
updated documents, which also need to be written to disk;
at higher rates, most requests of cacheable objects are hits
in the RAM, and the disk access rate stabilizes. Overall,
as expected, Configuration 1, keeps low the RAM miss ra- .
tio, thus suffering from no overload on the cache node disk, S Tm @ w8
at the expense of earlier CPU saturation due to unbalanced e up perid (Seconcs)
load among the cache nodes. Configuration 2, characterized Figure 5. Web Site Load (Req. per Sec. Due
by better load balance among the cache nodes, suffers from to Cache Node Miss) vs Warm-up Period.
disk overload especially for low values of the the Zpif-like
distribution parametet: (i.e. in case of limited skew in the
access pattern to the cacheable objects of a Web site). Such
aphenomenonis less evident for Configuration 3, due to thesites. Finally, we examined the impact of transient betravio
balanced split of the requests for objects of the same Webwhen a new node is introduced to handle a surge in traffic
site among the two cache nodes. to a Web site.

As a last point, one drawback of Configuration 2 is
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